
We highlight overlooked issues in using augmentation for generalization by 
analyzing the data generating process behind data augmentation.


We adopted the causal model from Von Kügelgen et al. [1] and added a 
new variable: the domain . It is studied that aligning augmented samples 
can retrieve the augment-invariant features , which is not necessarily 
domain-invariant, In sDG, we cannot distinguish what information is shared 
across different domains, leaving both  and  potentially affected by . 
Hence, under large domain gaps, augmentation does not guarantee OOD 
generalization. 


We observe a strong correlation between the level of domain gap and the 
magnitude of performance fluctuation during training. Our hypothesis is that 
by learning domain-invariant features, we may mitigate the issue. 
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However, there is a relative void in the discussion on what is learned through the alignment of aug-
mented samples. In this paper, we analyze the effectiveness of augmentation-based sDG approaches
from a novel perspective of style-content disentanglement. Style-Content (S-C) disentanglement
aims to identify a partitioned latent space, namely style, and content [4, 5]. Here we define content
as latent features that are invariant across augmentations (i.e. augment-invariant), while style is
the latent feature subpart that changes with the augmentation. Recently, Von Kügelgen et al. [6]
studied an interesting connection between S-C disentanglement and data augmentation, demon-
strating that contrastive learning provably learns to retrieve the augment-invariant features under
some assumptions. We connect the discovery to the sDG literature to analyze the effectiveness of
retrieving domain-invariant information from augmented data. We examine the problem from a causal
standpoint by illustrating it via a causal graph [7]. Finally, we devise a regularization method (PROF)
under the assumption that generalized oracles can extract domain-invariant representations.

We state our contributions as follows. (1) We analyze the single source domain generalization task
through the lens of S-C disentanglement and highlight the difficulties of learning domain-invariant
information from augmentation-based sDG methods. (2) We empirically show that augmentation-
based sDG methods display large fluctuations in OOD performance across various datasets (3)
To mitigate the issues brought by the aforementioned obstacles, we introduce a causality-inspired
regularization method PROF for sDG, and experimentally display its effectiveness in stabilizing the
learning process.

2 Limitations of Augmentation for sDG

In this section, we reveal an overlooked problem of augmentation-based sDG methods. Specifically,
we revisit works on S-C disentanglement to analyze the validity of utilizing augmentation for sDG.

A general view towards augmentation-based sDG methods We present a general expression for
augmentation-based sDG methods and discuss their effectiveness. Generally, augmentation-based
methods can be expressed as augment and align, minimizing the following objective (omitting some
arguments for simplicity) denoting x and x̄ as an original sample and its augmented view:

L := Lce + LMaxEnt(x, x̄;�). (1)

where Lce is the cross-entropy loss Lce(y, ŷ) = �
P

i
yi log(ŷi) with y the ground truth, ŷ the

softmax prediction of the model, and LMaxEnt is an objective that simultaneously aligns the mapped
representations �(x) and �(x̄) under entropy regularization, where � is a feature extractor. Com-
monly, contrastive loss is used as LMaxEnt. Recently, Von Kügelgen et al. [6] showed that the
optimization of a contrastive loss provably minimizes LMaxEnt, learning � to extract features that are
augment-invariant, under a certain condition. In this perspective, conventional augmentation-based
sDG methods could be understood as retrieving augment-invariant features.
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Figure 1: A causal diagram
depicting DGP under data
augmentation.

A causal interpretation of data augmentation We illustrate the
underlying data generating process (i.e., DGP) using a causal graph
and incorporate data augmentation into the causal graph under the sDG
setting. An instance of a given labeled dataset is typically composed
of an observation X (i.e., image) and its label Y . Although supervised
learning predicts Y directly from X , this does not reflect the underlying
causality. We can think of the existence of hidden features (e.g., real-
world attributes regarding the subject of the image and the background),
which we will refer W , that affect both the image and label. At this
moment, the causal graph for DGP can be simply represented as X  
W ! Y where W is unobserved.

Now, we incorporate data augmentation into the picture. Given label-preserving augmentations, we
attain X̄ the augmented view of X . Such an augmentation can be considered as manipulating only
the style S (augment-variant) to yield S̄ while retaining its content (augment-invariant) C where
C and S partitions W , that is, W = (C, S) (see Von Kügelgen et al. [6] for a detailed discussion).
Yet, this does not imply that C and S are independent. C causally affects S (also corroborated by
experimental results [8]). A way to understand this separation is by viewing such an augmentation as
a soft intervention [9] on S, resulting in a modified style S̄. By definition, (C, S̄) becomes the hidden
features of X̄ . Furthermore, C consistently affects Y regardless of the label-preserving augmentation.
This understanding results in the graph in Fig. 1 (W is implicit) excluding D.

2

Source
Data

Co

LPROF

Gk-1G1 ....

LMDAR

Lcls*

Ladv

V

Lce

Saved Generators

x

x̄'

x̄

C

P

Lcls

Lcyc

Gk
Gcyc

Ho

H

h

h

v

z

Learning to ignore: Single Source Domain 
Generalization via Oracle Regularization

Problem Setup (sDG)
Single-source Domain Generalization (sDG) is a task designed to simulate 
domain shift artificially, in order to train a model that can generalize well to 
multiple unseen target domains from a single source domain. A popular 
approach is to learn robustness via the alignment of augmented samples.

PROF is an oracle regularization method. The underlying assumption is that 
a large, pretrained model can approximate an oracle, which can extract 
domain-invariant features.

Oracle Regularization: PROF
We present Progressive mutual information Regularization for Online 
distillation of Frozen oracles, which regulates the learning process.

Limitations of augmentation-based sDG
Distinction of domain-invariance vs. augmentation-invariance

PROF stabilizes the learning process of augmentation-based sDG.

PROF’s effect in stabilizing the mid-train OOD fluctuation, measured as variance. (Left: PACS/ Right: Digits)

The data generating process
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An overview of our method, PROF.

PROF’s effect on the stabilization of the augmentation-based learning process (Left: PACS/ Right: Digits)
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Maximize MI

PROF maximizes the MI between the intermediate output features of the 
two feature-extractors  (task model) and  (Oracle), encouraging the task 
model to imitate the oracle on what to ignore from augmented samples. 
PROF is defined as:

H Ho

• H: Task model 

• Ho: Oracle

• Mutual Information(MI):=


I(X; Y ) = 𝔼p(x,y)[log
p(x |y)
p(x) ]

Regularization process

LPROF(x, x̄, λPROF) = ∑x′￼∈{x,x̄}
BT(V(H(x′￼)), V(Ho(x′￼)), λPROF),

* In practice, we used a 
variational lower bound of 
mutual information(MI) for 
optimization, as direct 
estimation of MI is difficult.

Experiments

which maximizes the lower bound of MI using a non-contrastive alignment 
loss (BT), suggested in Zbontar et al. [2]. BT is defined as:

BT(z, z+, λ) = ∑i (1 − Mii)2 + λ∑i ∑j≠i M2
ij .

BT
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Illustration of the alignment loss (BT; [2]) used in PROF

Method SVHN M-M S-D USPS

Baseline (m) 3.58 2.56 2.36 3.48
Ours (p) 1.95 1.17 2.10 1.11

Method A C S

Baseline (m) 3.39 5.22 7.23

Ours (p) 1.27 2.49 5.30

PROF effectively reduces the mid-train OOD fluctuation, measured as 
variance. Our comparative baseline is a conventional augment & align 
method, designed to work on small batch sizes. Please refer the original 
paper for details on our baseline.

Method SVHN M-M S-D USPS Avg.

ERM 27.83 52.72 39.65 76.94 49.29
JiGen 33.80 57.80 43.79 77.15 53.14
M-ADA 42.55 67.94 48.95 78.53 59.49
L2D 62.86 87.30 63.72 83.97 74.46
PDEN 62.21 82.20 69.39 85.26 74.77
MetaCNN 66.50 88.27 70.66 89.64 78.76
Baseline (m) 68.29 81.88 76.24 88.79 78.80
Ours (p) 74.50 87.98 78.67 86.15 81.82

Method A C S Avg.

ERM 54.43 42.74 42.02 46.39

ADA 58.72 45.58 48.26 50.85

ME-ADA 58.96 51.05 58.42 51.00

L2D (AN) 56.26 51.04 58.42 55.24

MetaCNN 54.05 53.58 63.88 57.17

Baseline (p) 52.46 50.29 66.79 56.52

Ours (m) 57.54 46.89 64.93 56.45

Ours (mp) 58.96 45.86 64.57 56.46

PROF’s generalization score (Left: PACS/ Right: Digits)

PROF displays competitive generalization scores, using simple 
augmentation methods compared to SoTA methods.

Discussion & Future Works
PROF exploits a large pretrained model for regularization. There are 
concerns that direct use of the oracle is preferable. Yet, the sDG task 
requires strict conditions for model architecture (e.g., AlexNet for PACS, 3 
layer MLP for Digits), hence we cannot. In the future, however, we aspire to 
advance our work such that it does not require pretrained oracles.


Furthermore, there are failure cases of PROF. Especially, if the oracle is not 
able to display domain-invariance, PROF fails to show stabilization effect. 
For instance, the oracle for PACS cannot be used for corrupted CIFAR-10 
experiments, as was is not adversarially-trained. 
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